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Abstract 
 
Hybrid work environments that blend human labor with artificial intelligence (AI) systems 
reconceptualize assumptions about identity, agency, and value creation within the firm. 
Grounded in the philosophical postulate that organizational reality is a social construct, this 
study analyses how human capital interprets AI integration in companies located in the Sierra 
de Zongolica, Veracruz. A phenomenological design was employed; twenty-five semi-
structured interviews and two focus groups were conducted with service, production, and 
administrative workers who interact daily with human–AI systems. Thematic coding revealed 
four interrelated constructs: AI as an operational enabler, perceived occupational well-being, 
enhanced professional autonomy, and holistic job satisfaction. Participants reported that AI 
lightens repetitive tasks, shortens cycle times, and broadens decision-making scope, thereby 
reducing stress and improving work–life balance. Concurrently, concerns arose regarding the 
loss of human interaction and job stability, particularly among longer-tenured employees. The 
findings indicate that AI functions as a contingent complement to human expertise; its value 
depends on transparent algorithms, upskilling programmes differentiated by age cohorts, and 
change management sensitive to the cultural context. The study concludes that corporate 
strategies and public policies must align technological efficiency with ethical governance so 
that digital transformation simultaneously fosters productivity and human development. 
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1. Introduction 
 
Digital transformation in the twenty-first century is redefining the very essence of human labor and, 
consequently, the notion of human capital vis-à-vis artificial intelligence (AI). Empirical evidence shows that 
human–machine interaction reconfigures job functions and challenges workers’ identity, autonomy, and 
existential meaning within increasingly hybrid environments (Kreuzwieser et al., 2023; Schleidgen et al., 2023; 
Bjerring & Busch, 2025; Fossa, 2024). In the face of this reality, organizations are compelled to reconsider both 
their productive processes and the nature of their internal social relations. Accordingly, human capital’s 
perception of AI reveals shifts in the competencies required and a profound metamorphosis in the meanings 
attributed to work, labor dignity, and professional purpose (Bankins et al., 2022; Järvelä et al., 2024; Nguyen 
& Elbanna, 2025; Urrila et al., 2025). 
 
This reconfiguration acquires relevance in specific sociocultural contexts such as the Sierra de Zongolica 
(Veracruz, Mexico), an Indigenous region characterized by strong community roots and a history of economic 
and technological marginalization. Here, AI transcends the mere adoption of digital tools; it entails rewriting 
the collective narrative that defines local human capital. Although numerous studies highlight AI’s capacity 
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to boost productivity and reduce costs (Yang, 2022; Czarnitzki et al., 2023; Gao & Feng, 2023), qualitative 
investigations probing the philosophical and perceptual dimensions of these changes are scarce, especially in 
culturally sensitive communities like Zongolica. The effectiveness of any technological innovation largely 
depends on how it is assimilated and re-signified by the people involved. 
 
Grounded in the premise that organizational reality is a social construction, this study adopts a 
phenomenological approach to explore how workers interpret and make sense of their interaction with 
human–AI hybrid systems. Emerging categories—operational efficiency, occupational well-being, 
professional autonomy, and job satisfaction—reveal perceptual patterns that condition the humanistic 
appropriation of technology. The central objective is therefore to unravel the narratives of human capital in 
the Sierra de Zongolica and to understand how subjective experiences, ethical expectations, and cultural 
frameworks influence AI integration (Adnan et al., 2022; Canbul Yaroğlu, 2024; Neumann et al., 2024). To this 
end, semi-structured interviews and focus groups are employed to capture the contextual richness of a 
phenomenon that simultaneously redefines work and the identity of those who perform it. 
 
2. Literature Review 
 
2.1. Integration of Artificial Intelligence in Work Environments 
 
Artificial intelligence (AI) is reconfiguring organizational paradigms by introducing predictive algorithms and 
automated systems that elevate efficiency and refine decision making in hybrid contexts (Davenport et al., 
2020; Pournader et al., 2021; Gupta et al., 2022; Espina-Romero et al., 2024). Nevertheless, this technological 
revolution raises philosophical and existential dilemmas concerning human identity, autonomy, and the 
meaning of work. Effective AI integration transcends the technical dimension, involving dynamics of 
resistance, adaptation, and technological acceptance (Li et al., 2023; Hoffman et al., 2025; Tan et al., 2025). These 
subjective processes remain largely unexplored through qualitative and phenomenological approaches, 
despite their relevance to successful technological adoption, particularly in culturally distinctive regions such 
as the Sierra de Zongolica. 
 
2.2. Perception and Meaning in Hybrid Environments 
 
The acceptance of intelligent technologies depends, above all, on how individuals interpret their impact on 
psychological, cultural, and social dimensions (Eng et al., 2024; Jaß et al., 2024; John et al., 2024; Marsh et al., 
2024). Although workers recognize the operational benefits of automation, concerns arise over the loss of 
occupational identity, diminished autonomy, and professional displacement. These anxieties intensify in rural 
or marginalized regions, where labor constitutes a cornerstone of collective identity (Legun et al., 2023). In this 
context, two perceptual dimensions—occupational well-being and professional autonomy—mediate the 
relationship between AI and job satisfaction; understanding their interactions is therefore essential to 
evaluating technological implementation from a humanistic, situated perspective. 
 
2.3. Humanistic Corporate Philosophy and Ethics 
 
Recent literature underscores the need for business models that reconcile productivity with labor dignity, 
stressing the importance of human-centered AI (Bankins, 2021; Lepri et al., 2021; Fontrodona & Melé, 2022; 
Sison et al., 2023; Martini et al., 2024). Organizations that integrate AI with ethical sensitivity tend to achieve 
higher levels of satisfaction and engagement (Wamba, 2022; Tortorella et al., 2025). Even so, a gap persists in 
qualitative studies exploring the perceptual and cultural dimensions of AI in Indigenous communities such 
as the Sierra de Zongolica. This work addresses that gap through a phenomenological analysis that articulates 
technical, philosophical, and human factors. 
 
2.4. Research Question 
 
How do workers in the Sierra de Zongolica interpret their well-being and professional autonomy in their day-
to-day interaction with human–AI hybrid systems? 
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3. Methodology 
 
This study adopts a qualitative, phenomenological–interpretive approach aimed at uncovering the 
experiences and meanings that human capital attributes to the integration of artificial intelligence (AI) in 
hybrid work environments. Fieldwork was conducted in companies located in the Sierra de Zongolica, 
Veracruz (Mexico), an Indigenous region where traditional occupations intersect with emerging digitalization 
processes. A purposive sampling strategy was employed using three criteria: daily exposure to AI tools, 
diversity of roles—including service, production, and administrative positions—and a minimum tenure of 
one year in the post. Under these parameters, a sample of twenty-five workers was assembled. Data were 
collected through twenty-five semi-structured interviews designed to explore perceptions, emotions, and the 
re-signification of work, complemented by two focus groups that allowed for the contrasts and collective 
depths of the findings to be explored. The interview guides were validated by expert judgement and piloted 
with three participants, enabling the refinement of language, sequencing, and contextual relevance. 
Recordings were fully transcribed and subjected to thematic coding following Braun and Clarke’s (2006) 
procedure, which encompasses familiarization, generation of initial codes, theme development and review, 
and the subsequent definition and naming of categories. Matrices were processed and compiled in Microsoft 
Excel 2025. It should be noted that, in a phenomenological study, constructs are abstract concepts inductively 
derived from participants’ narratives. Table 1 presents four central constructs and their corresponding sub-
constructs, which together provide the analytical framework for the results. The table articulates an inductive 
model of human–algorithmic co-production, revealing that AI adoption extends far beyond productivity 
metrics to permeate emotional, identity-related, and axiological layers. This framework can serve as a 
theoretical scaffold for future studies examining AI from the perspective of distributed work ecologies, where 
qualitative indicators become instruments for organizational diagnosis and ethical–technological design. 
 

Table 1. Emerging qualitative constructs. 
Construct Interpretive Definition  Sub-constructs Key Qualitative Indicators 

AI as an 
Operational 

Enabler 

Perception that intelligent systems 
simplify and enhance day-to-day 
work tasks.  

a) Reduction of repetitive tasks. 
b) Optimization of work time. 

• Decreased operational 
workload. 

• Time freed for strategic tasks. 
• Improved time management. 

Perceived 
Occupational 

Well-being 

Emotional and psychological impact 
are attributed to AI in daily work life.
  

a) Stress reduction. 
b) Work–life balance. 
c) Depersonalization of work. 

• Relief of pressure. 
• Greater availability for personal 

life. 
• Fear of lost human interaction. 

Enhanced 
Professional 
Autonomy 

A sense of agency and decision-
making control fostered by AI.
  

a) Increased decision-making 
control. 

b) Job proactivity. 

• Data-driven decisions. 
• Reduced reliance on 

supervision. 
• Initiative to improve processes. 
• Curiosity and continuous 

knowledge acquisition. 

Holistic Job 
Satisfaction 

Global positive assessment of work 
in the presence of AI. 

a) Motivation and continuous 
learning. 

b) AI as a complementary tool. 
c) Concern about future stability. 

• Sense of progress and 
professional recognition. 

• Perception of AI as an ally that 
enhances competencies. 

• Calm is derived from 
technological support. 

• Unease or anxiety about 
possible job displacement. 

 
4. Results 
 
Table 2 provides the sociodemographic profile of the participants (n = 25), offering a detailed characterization 
of the human capital involved in the study. Gender was evenly balanced, with 52 % women and 48 % men. 
The largest age cohort was 31–40 years (40 %), followed by 20–30 years (36 %), while the remaining 24 % were 
41–55 years old. Most participants (64 %) held a bachelor’s degree, whereas 28 % had technical or technological 
training and 8 % possessed postgraduate qualifications. As for employment sectors, 40 % worked in services 
(customer service, education, and healthcare), 36 % in productive activities (agribusiness and manufacturing), 
and 24 % in administrative or managerial roles. Regarding work experience, 48 % had 5–10 years of tenure, 32 
% had fewer than 5 years, and 20 % had more than a decade. This profile indicates a diverse sample in terms 
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of age, education level, occupational sector, and professional trajectory, enabling a broad capture of 
perceptions about AI interaction. 
 

Table 2. Sociodemographic profile of the participants (n = 25). 
Variable Category Participants 
Gender Female 13  

Male 12 
Age 20–30 years 9  

31–40 years 10  
41–55 years 6 

Educational level Technical 7  
Bachelor’s degree 16  

Postgraduate degree 2 
Employment sector Services 10  

Productive 9  
Administrative 6 

Work experience < 5 years 8  
5 – 10 years 12 

  > 10 years 5 

 
Figure 1 presents an integrative conceptual model derived from human capital perceptions of human–AI 
hybrid systems. The model shows how artificial intelligence operates as an operational enabler, optimizing 
repetitive tasks and working times, which in turn engenders perceived occupational well-being manifested in 
lower stress and an improved work–life balance. Simultaneously, it illustrates how this technical optimization 
strengthens professional autonomy by widening decision-making latitude and fostering job proactivity. These 
elements converge in holistic job satisfaction, marked by continuous motivation, ongoing learning, and a 
broadly positive perception of AI as a complement rather than a substitute for the human worker—though 
this is tempered by emerging concerns about future employment stability. 
 

 
Figure 1. Inductive model of human–algorithmic co-production: A holistic human-capital perception of 

artificial intelligence. 
 

Table 3 shows that AI adoption generates, at the operational level, a clear perception of efficiency: participants 
report a lower cognitive load, time optimization, and reduced stress associated with routine tasks. This 
technical benefit is accompanied by a positive impact on decision-making autonomy and motivation for 
continuous learning, creating a scenario of expanded work agency. However, psychosocial risks also emerge—
namely, concern over the loss of meaningful human interaction, a sense of algorithmic supervision, and fear 
of job obsolescence. Taken together, the testimonies suggest that AI is becoming a lever for productivity and 
skills development, yet its sustainable integration demands organizational policies that mitigate 
depersonalization and provide assurances of professional stability. 
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Table 3. Voices of human capital. 
Central 
Thematic 
Category 

Emerging Subcategory Participant Direct Quote 
A

rt
ifi

ci
al

 In
te

lli
ge

nc
e 

as
 

O
pe

ra
tio

na
l E

na
bl

er
 Reduction of repetitive 

tasks 

P3 "AI frees me from the most repetitive tasks, allowing me more time for tasks 
that truly add value." 

P9 "Thanks to AI, I spend less time on routine activities, letting me focus on 
other projects." 

P15 "The software automates tasks that used to take hours; now they're 
completed in minutes." 

Optimization of work 
time 

P8 
"When the system automates routine processes, I notice a reduction in 

cognitive load and can focus on strategic decisions." 

P18 
"The technology clearly optimizes my time; I no longer need extra hours to 

finish my tasks." 

P22 
"AI helps me better organize my day, reducing stress related to time 

management." 

Pe
rc

ei
ve

d 
O

cc
up

at
io

na
l W

el
l- b

ei
ng

 

Reduction of work-
related stress 

P12 "I feel less stressed knowing that AI is backing up my daily work." 

P17 "Now that routine tasks are automated, the anxiety of meeting deadlines 
has noticeably diminished." 

P24 "I no longer worry about errors in repetitive tasks; AI significantly reduces 
that pressure." 

Work–life balance 

P7 
"With AI managing administrative tasks, I achieve a better balance between 

my personal and professional life." 
P11 "Technology lets me finish my workday on time, improving my family life." 

P16 "Today, I have enough time for myself and my children; previously, this 
was nearly impossible." 

Concern about work 
depersonalization 

P20 "Sometimes I feel that too much automation causes us to lose the human 
aspect of our daily activities." 

P23 "I'm concerned that work might become overly mechanical, forgetting the 
human interaction we once had." 

En
ha

nc
ed

 P
ro

fe
ss

io
na

l A
ut

on
om

y  

Increased decision-
making control 

P5 "Now I make my own decisions; AI only provides data, but I choose the 
direction." 

P10 
"AI provides me with real-time information, letting me make decisions with 

greater confidence and accuracy." 

P13 
"I no longer constantly wait for authorization from my superiors; I can 

now act more autonomously." 

Increased job proactivity 

P19 
"Previously I waited for constant instructions; with AI, I plan my tasks 

autonomously." 

P25 "I've stopped being a passive receiver and become more proactive, seeking 
ways to optimize tasks using AI." 

P6 "My initiative has significantly grown since I’ve had precise data provided 
by intelligent systems." 

H
ol

is
tic

 Jo
b 

Sa
tis

fa
ct

io
n  

Motivation and 
continuous learning 

P21 "AI provides immediate feedback, motivating me and improving my 
performance." 

P14 
"My satisfaction increased because technology doesn't replace me; it 

enhances my skills." 

P4 
"Every day I learn something new with AI; this keeps me motivated and 

engaged in my work." 

Technological 
identification as a 

facilitator 

P2 "I see AI as valuable help, not as a threat; this reassures me professionally." 

P1 "Technological integration doesn't diminish my role; it actually boosts my 
professional skills." 

P18 "I perceive AI as a virtual colleague who perfectly complements my daily 
tasks." 

Concern about future 
job stability 

P20 
"Although I value AI, I'm concerned about whether my role will remain 

necessary in the near future." 
P23 "I feel uncertain about how my job will evolve with so much automation." 

P17 
"I believe AI is useful, but honestly, sometimes I fear it might replace me in 

the long term." 

 
Figure 2 illustrates, through a conceptual schematic, how human capital simultaneously perceives significant 
operational benefits and specific psychosocial risks arising from the implementation of artificial intelligence. 
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On the operational-benefit dimension, salient aspects include a substantial reduction in everyday work-related 
stress, optimization of time management, and a decrease in cognitive operational load. Conversely, on the 
psychosocial-risk dimension, perceptions emerge of the depersonalization of work activities, a decline in 
meaningful human interactions, a growing sense of algorithmic supervision, and heightened concern over 
uncertainty regarding future job stability. 
 

 
Figure 2. Perceptual map of operational benefits and psychosocial risks associated with AI adoption. 

 
Table 4 reveals that the appraisal of AI varies markedly by career stage and age. Workers aged 20–30 with 
fewer than five years of experience view AI as an accelerator of professional development and a lever for 
autonomy, expressing only moderate concern about their future employment. The intermediate segment (31–
40 years, 5–10 years of experience) recognizes the technology’s practical value in relieving workload and 
reducing stress yet detects a layer of algorithmic oversight that could erode their decision-making latitude. By 
contrast, the senior group (41–55 years, more than a decade of service) questions AI from the standpoint of 
preserving relational capital: they perceive a loss of human interaction and foresee, with greater intensity, the 
risk of displacement. These divergences suggest that corporate implementation strategies should be 
segmented: skill-enhancement programs and clear career pathways for younger staff; algorithmic-
transparency protocols and involvement in system design for the intermediate cohort; and expert-role 
preservation plus hybrid mentoring schemes for veteran talent. Such tailoring can mitigate resistance and 
optimize technology adoption across the entire demographic pyramid. 
 

Table 4. Significant divergences by sociodemographic profile. 
Sociodemographic 

Profile Dominant Perception of AI Main Expressed Concerns Deep Qualitative Interpretation 

Group 20–30 years 
Experience 

< 5 years 

Positive and highly optimistic 
(P8, P9, P19, P25) 
“AI enhances my professional 
growth and workplace 
autonomy.” 

Moderate uncertainty regarding 
the future (P17, P23). 

Greater technological adaptability 
and less fear of displacement. 

Group 31–40 years 
Experience 
5–10 years 

Pragmatically positive (P5, 
P10, P12, P21) 
“AI facilitates my daily work 
and reduces stress.” 

Specific concerns about 
technological supervision (P20). 

Instrumental adaptation; recognition 
of AI’s practical value; concerns about 
gradual loss of autonomy. 

Group 41–55 years 
Experience  
> 10 years 

Cautious and critical (P17, 
P23, P24) 
“I appreciate the advantages, but 
I'm worried about losing real 
human contact.” 

High uncertainty regarding 
stability and future role (P17, 
P20, P23). 

Greater cultural resistance to 
automation; profound fear of job 
displacement; strong valuation of 
human interaction. 

 
Figure 3 illustrates generational contrasts in perceptions of artificial-intelligence adoption and integration in 
hybrid workplaces. Younger employees (20–30 years) exhibit a predominantly optimistic stance, viewing AI 
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as a clear catalyst for professional growth and enhanced workplace autonomy. In contrast, mid-career workers 
(31–40 years) acknowledge tangible operational benefits yet voice specific concerns about algorithmic 
oversight and the gradual erosion of their decision-making latitude. Senior employees (41–55 years) adopt a 
more critical and cautious position, prioritizing the preservation of relational capital and expressing significant 
apprehension over the loss of human interaction and the potential for job displacement. 
 

 
 

Figure 3. Generational divergences in perception of AI adoption in hybrid work environments. 
 

Table 5 shows that AI is widely legitimized as both an operational lever and a driver of autonomy—reducing 
cognitive load, improving time management, and widening decision-making latitude—yet its positive effect 
on well-being and job satisfaction hinges on two risk foci detected in specific sociodemographic layers: 
perceptions of depersonalization and uncertainty about future employment. Whereas younger and mid-career 
workers maintain an overall favorable assessment, senior profiles associate technology with the erosion of 
human interaction and the potential obsolescence of their professional capital. This asymmetry confirms that 
capturing AI’s value requires segmented policies: transparent algorithmic architectures, governance 
mechanisms that preserve interpersonal contact, and upskilling plans differentiated by age cohort and career 
trajectory. 
 

Table 5. Integrative analytical matrix. 
Central Category Common Deep Perceptions Deep Interpretive Divergences 

AI as an Operational 
Enabler 

Consensus that AI reduces cognitive load and 
significantly optimizes working time. 

Varied perceptions regarding the depth of impact 
based on age and work experience; older groups 
perceive fewer benefits. 

Occupational Well-
being 

Broad agreement on clear reduction of 
everyday stress and improved work–life 
balance. 

Older groups exhibit marked concerns about 
depersonalization and the loss of meaningful 
human interaction. 

Professional 
Autonomy 

Consensus that AI notably increases individual 
decision-making control. 

Generational differences in perceptions of job 
proactivity; younger workers feel more empowered 
than older ones. 

Job Satisfaction 
High agreement on overall positive perception, 
particularly associated with continuous 
learning and recognition of AI as an enabler. 

Significant divergences in future-oriented concerns; 
greater employment uncertainty among older and 
lower educational-level workers. 
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Figure 4 conceptualizes the interrelated factors that human capital identifies as critical for ensuring an effective 
and ethically attuned deployment of artificial intelligence in the Sierra de Zongolica. These elements include: 
(i) algorithmic transparency, deemed essential for reducing job-related uncertainty and perceptions of 
intrusive technological control; (ii) differentiated training tailored to the specific needs of each generational 
cohort, enabling effective and context-relevant adaptation to the technology; (iii) culturally sensitive change 
management, fundamental for achieving sustainable success in socioculturally particular settings; and (iv) the 
explicit, deliberate preservation of meaningful interpersonal bonds, indispensable for mitigating the negative 
effects associated with work depersonalization. 
 

 
Figure 4. Critical factors for successful artificial intelligence in the cultural and labor context of Sierra de 

Zongolica. 
 
5. Discussion 
 
The findings indicate that artificial intelligence is perceived as an operational accelerator that reduces cognitive 
load and enables the shift of effort toward higher-value strategic activities—an observation consistent with 
evidence on cognitive off-loading and relief of work strain (Loureiro et al., 2023; Yorita et al., 2023; Jin et al., 
2024; Kim & Lee, 2024). On the psychosocial dimension, participants describe lower stress levels and improved 
work–life balance; however, they warn that automation can erode meaningful human interaction (Nazareno 
& Schiff, 2021; Parent-Rocheleau & Parker, 2022). This duality confirms that technical benefits are consolidated 
only when the interpersonal bonds that give professional practice are preserved. 
 
Professional autonomy emerges as the axis of experience: real-time data access increases decision-making 
confidence and stimulates initiative, validating the notion of expanded autonomy (Mirbabaie et al., 2022; Kong 
et al., 2023; Lombi & Rossero, 2023; Oh et al., 2025). Nevertheless, when algorithmic logic is opaque, the 
perception of covert surveillance re-emerges, as described in the literature on algorithmic management (Tang 
et al., 2023; Shao et al., 2024). Thus, AI enhances firms only if people maintain interpretability of its processes; 
in the absence of transparency, that sense of control dissipates. 
 
Regarding job satisfaction, the technology is valued for enabling continuous learning trajectories and 
providing immediate feedback. This effect is more pronounced among younger workers, whereas longer-
tenured employees express concern about employment stability and the possible obsolescence of their 
relational capital (Bergdahl et al., 2023; Handke et al., 2024; Xu et al., 2024; Sun et al., 2025). The distribution of 
AI-related benefits and risks is therefore asymmetric and mediated by career trajectory. 
 



Mejía Ochoa, American Journal of Business Science Philosophy, 2025, 2(1), 169-180. 

 of 180 177  

From a managerial standpoint, these results support the need for advanced training programs for newly hired 
staff; algorithmic-transparency protocols and participatory process redesign for mid-career workers; and 
mentoring schemes that capitalize on senior talent’s experience and foster effective integration into hybrid 
teams. In the public-policy sphere, they reinforce the urgency of coupling digital infrastructure with 
contextualized training processes, especially in rural regions where occupational identity remains closely tied 
to the community. 
 
Future research could adopt longitudinal designs or mixed methods approaches linking the evolution of these 
perceptions to indicators of productivity, social cohesion, and talent retention, and compare sectors with 
different levels of automation to identify narrative variations. In sum, the effective integration of AI requires 
balancing technical efficiency, human well-being, and algorithmic transparency so that the technology 
complements and enhances—rather than displaces—professional expertise. 
 
6. Conclusions 
 
Qualitative evidence indicates that artificial intelligence is being integrated into companies in the Sierra de 
Zongolica as a resource that lightens repetitive tasks, compresses cycle times, and redirects attention toward 
strategic functions. This operational gain translates into perceived well-being grounded in reduced stress and 
an improved work–life balance; simultaneously, there is a risk of depersonalization and uncertainty about job 
continuity, especially among longer-tenured workers with more traditional training. Regarding professional 
autonomy, real-time data availability broadens decision-making latitude and strengthens individual initiative, 
although such autonomy weakens when algorithmic logic is opaque or perceived as a form of covert 
supervision. These findings suggest that AI’s value hinges on the coexistence of transparent algorithms, 
upskilling programs differentiated by age cohort, and change-management practices that acknowledge the 
region’s sociocultural particularities. Organizations should design advanced training itineraries for newly 
hired staff, algorithm-explainability protocols for mid-career employees, and mentoring schemes that preserve 
the expert capital of the most experienced personnel. At the public-policy level, expanding digital 
infrastructure must be accompanied by context-specific training processes to prevent new exclusion gaps. 
Ultimately, workers interpret artificial intelligence as a facilitator that enhances their well-being by easing 
operational pressure and balancing the workday, and as a catalyst that expands their autonomy to decide and 
act; this positive assessment is tempered by concern over the loss of meaningful human interaction and job 
stability, particularly among employees with longer tenure. 
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